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Definitions
AI vs ML vs DL vs genAI

model = data + algorithm

workflows

pre-trained models

next steps
ethics

hype vs reality

resources 

alphafold
Attention

triangle inequality

diffusion model

goals for today’s talk
● Learn unifying terminology
● Spark interdisciplinary discussions
● Decode deep learning architecture

history
can computers think?

why the rise now?

competitions as 
breakthroughs
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artificial 
intelligence

AI are systems that mimic human intelligence

narrow AI is very good at a specific task

General AI is a sci-fi dream

machine 
learning

ML is learning patterns from data

Guessing until it gets it rightWhat is 
artificial 

intelligence?

deep
 learning

DL uses neural network architecture

Layering abstractions until result 
is somewhat recognizable

generative  
ai

gen AI finds most probable item

Piecing together something that is locally 
likely but can be globally disjoint

The Illusion of Learning: https://ml-site.cdn-apple.com/papers/the-illusion-of-thinking.pdf (do LLM and LRM reason?)
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deep
 learning

gen ai

machine 
learning

artificial 
intelligence

AlphaFold wall clock

examples

early 
chatbotsNetflix recs

wall 
clock

AlphaFold

Netflix 
recs

early 
chatbots
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learning 
algorithm 

defines the 
learning process

features
ML: numeric, categorical
DL: text, images

target 
what you want 

to predict

data 
shapes what the 

model learns

+
adjusts parameters (the knobs it turns to improve) 
to optimize a cost function (overall error including all examples) 
which comes from individual losses (error for a single example) 
guided by hyperparameters (settings chosen beforehand)

= ML model
mathematical function approximating reality

 randomly guess  → adjust guess to optimize cost function→ repeat
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learning 
algorithm 

what is this 
even doing?

Give [an algorithm] data and it will
 randomly guess  → adjust guess to optimize cost function→ repeat

using gradient descent

linear regression 

converges
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How do we find an equation of a line?



learning 
algorithm 

what are they 
able to do?

Give [an algorithm] data and it will
 randomly guess  → adjust guess to optimize cost function→ repeat

in order to : [do things]

 linear regression: fit a line to it
input output

…

sum

bias

logistic regression: output a probability (0-100%)

input output

…

sum

bias

sigmoid

1

z
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learning 
algorithm 

what are they 
able to do?

Give [an algorithm] data and it will
 randomly guess  → adjust guess to optimize cost function→ repeat

in order to : [do things]

neural network : stack perceptrons in a network

 perceptron : can do yes or no decision

input output

…

sum

bias

activation

1

z
z

ɑ = 0.5
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evaluation
quantifies how 

good the model is

metrics ablation data 
shuffling

data 
splitting

learning 
algorithm 

defines the 
learning process

features
ML: numbers, categories
DL: text, images

target 
what you want 

to predict

data 
shapes what the 

model learns

+

= ML model
mathematical function approximating reality

 randomly guess  → adjust guess to optimize cost function→ repeat
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pre-trained
models 

allows us the ability to pull 
models and fine-tune for 

specific applications

https://alphafoldserver.com/welcome

https://huggingface.co/models 10
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what makes
computers

intelligent? 

Computing Machinery and Intelligence [1950] https://courses.cs.umbc.edu/471/papers/turing.pdf (fun read)
LLMs Passed the Turing Test [in review] https://arxiv.org/abs/2503.23674

https://www.techtarget.com/searchenterpriseai/definition/Turing-test
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Why so much 
ai now?

ai winter: 
20 year delay due 
perceptrons being 
“canceled”

Competitions: 
iterative push to 
innovate with clear 
success metric

Big Data: 
larger datasets 
coupled with  
easier collection 
and storage. 

Hardware: 
graphic 
processing units 
(GPU)

Software: 
open-source that 
builds community
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Computers that 
beat humans 

AlphaGo

https://www.youtube.com/watch?v=WXuK6gekU1Y
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Modeling  
Competitions 

ImageNet

https://www.image-net.org/static_files/papers/imagenet_cvpr09.pdf 14
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Modeling  
Competitions 

CASP

Nature article: https://www.nature.com/articles/d41586-020-03348-4
Protein Structure Prediction Center https://predictioncenter.org/
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raw 
input

preprocessing 
pipeline

embedding layer pairformer stack diffusion model confidence 
head

data Processing pairformer diffusion evaluation

https://www.nature.com/articles/s41586-024-07487-w/figures/1
https://research.dimensioncap.com/p/an-opinionated-alphafold3-field-guide 16
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attention 

Input “I am not sad” 
Tokenized  ["I", "am", "not", "sad"]
Embedding I       → [0.1, 0.0, 0.3]

am     → [0.2, 0.1, 0.0]
not    → [0.5, 0.1, 0.6]
sad   → [0.4, 0.3, 0.2]

this is the input to the attention layer

Query
what the word is 
looking for

Key 
information from all 
other words

Attention Weights 
quantifies attending of each word

Value 
context if word is 
chosen

Context Vector

This lets the model figure out that "not sad" likely means positive 
emotion by paying more attention to "not" when interpreting "sad". 
This is called attending, and what attention is named after.
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constraints

Zebra Puzzle Example: https://www.researchgate.net/figure/An-Example-Zebra-Puzzle_fig1_382065247
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Triangle 
Attention

Review and Discussion of AlphaFold3 https://www.youtube.com/watch?v=qjFgthkKxcA (go to the end for some hacks!)

Triangle attention can enforce the triangle inequality

The Pairformer uses attention to find which triangles are the most influential 
and passes on suggested spatial and functional relationships.
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Diffusion 

The Diffusion module uses the suggested constraints from the Pairformer and 
iteratively builds a 3D structure. Randomly initializing (seed) gives different outputs.
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learning 
algorithm 

defines the 
learning process

features
input sequences, MSA, evolutionary relationships, 
chemical properties → embedded representations

target 
3D protein 
structures

data 
shapes what the 

model learns

+ In the Diffusion module:
● start with random noise (coordinates)
● gradually sculpt a structure using evolutionary patterns and 

geometric constraints given from Pairformer
● iteratively refine while allowing any amino acid to influence 

any other 
● repeat until structure satisfies both evolutionary and physical 

rules=
pre-trained model

mathematical function approximating reality

evaluation
quantifies how 

good the model is

confidence ablation data 
shuffling

data 
splitting 21



ethics 
What to keep in mind

biases are baked in
from the data used 
to the model 
assumptions 

regulation is 
behind deployment
surveillance, data 
privacy, copyright 
often discussions 
years later (if at 
all)

for whom? 
who benefits, who 
is harmed

just because you 
can, doesn’t mean 
you should
even if possible, is 
it responsible
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hype vs reality 
are there limits to 
AI applications?

Narrow ai is 
Task-Specific 
exceedingly good 
at one thing, 
generally bad at 
most things

ai is not magic, 
it’s math
and this adds a 
barrier in 
understanding

ai is not objective
it reflects human 
decisions on what 
is considered 
important

long term impact 
is unknown
are we better off because 
of this, or are there 
unintended side effects

hype distracts from harm
how do data centers and 
resource usage affect 
environmental concerns?

data quality 
models are only 
as good as the 
data they’re built 
upon
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general technical
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heidelberg.ai Veritasium 3Blue1Brown

AlphaFold (2021) AlphaFold3 (2024) Illustrated AlphaFold3
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Thank you
Any Questions?

next steps
23-26

alphafold
18-22

history
13-17

Definitions
4-12
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Extra Slides
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alphafold
Building Blocks

MSA includes looking at 
co-evolution

https://research.dimensioncap.com/p/an-opinionated-alphafold3-field-guide

Integrates evolutionary 
information from multiple 
sequence alignments (MSA). 
Consensus shows how 
conserved each sequence 
position is
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input layer hidden layer 1

z

z

z

h

h

h

output layer

z

x1

x2

x3

x4

input values
X = (x1,x2, …, xn)

values at first hidden 
layer, before activation
Z (1) = (Z1

(1), Z2
(1), Z3

(1))

values at first hidden 
layer, after activation

h (1) = (h1
(1), h2

(1), h3
(1))

hidden layer 2

z

z

h

h

values at second hidden 
layer, after activation

h (2) = (h1
(2), h2

(2))

values at second hidden 
layer, before activation

Z (2) = (Z1
(2), Z2

(2))

output value; 
prediction ŷ

b(1) b(2) b(3)

The representation of models throughout a simple neural network



b1
(1)

b2
(1)

b3
(1)

input layer hidden layer 1

x1

x2

x3

x4

wi,j
(1) is the weight of connection from input layer j 

to neuron i at hidden layer 1 

bi
(1) is the bias of neuron i at hidden layer 1 

z1
(1)   =   w1,1

(1) x1 + w1,2
(1) x2 + w1,3

(1) x3 + w1,4
(1) x4   +   b1

(1)w1,1
(1)

z1
(1) 

w3,4
(1)

z2
(1) 

z3
(1) 

h1
(1) 

h2
(1) 

h3
(1) 

Z (1) = (z1
(1), z2

(1), z3
(1))X = (x1,x2, …, xn)

h (1) = (h1
(1), h2

(1), h3
(1))

b3
(1)

z2
(1)   =   w2,1

(1) x1 + w2,2
(1) x2 + w2,3

(1) x3 + w2,4
(1) x4   +   b2

(1)

z3
(1)   =   w3,1

(1) x1 + w3,2
(1) x2 + w3,3

(1) x3 + w3,4
(1) x4   +   b3

(1)

w1,1
(1)   w1,2

(1)   w1,3
(1)    w1,4

(1)   
                  w2,1

(1)   w2,2
(1)   w2,3

(1)   w2,4
(1)  

w3,1
(1)   w3,2

(1)   w3,3
(1)   w3,4

(1) 

x1

x2

x3

x4

+=

Z(1) = W(1) X + b(1)

matrix of weights

bias vector
b(1)

The linear algebra used on those representations in a single hidden layer of a simple neural network



learning 
algorithm 

what are they 
able to do?

Give [an algorithm] data and it will
 randomly guess  → adjust guess to optimize cost function→ repeat

in order to : [do things]

convolutional NN: scanning image to find patterns (zoom-in)

recurrent NN : keep track of information it has seen

graph network : learn how items are connected

attention blocks : focus on relevant parts
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